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LiDAR Specifications
2.0 GENERAL BACKGROUND

A Community of Practice involving experts from academia, mapping, photo interpretation, aerial triangulation, and digital image capture and system design was constituted to develop a set of specifications and procedures that would realize the objective of obtaining consistent, high quality LIDAR material and products as deliverables.

These LIDAR specifications supersede all previous LIDAR specifications.

The term "Branch" when used herein shall mean Base Mapping & Geomatic Services Branch (BMGS) of the Ministry of Agriculture and Lands in the Province of British Columbia.

For the purpose of these specifications, the word "shall" indicates a mandatory requirement and "should,” indicates a desirable requirement.

The Branch shall be the final authority on acceptance or rejection of submitted imagery.

All LIDAR material, data and products delivered to the Branch shall meet or exceed the following specifications.
3.0 LIDAR BACKGROUND

In recent years, Light Detection and Ranging (LIDAR) systems have emerged as a fast, accurate, and cost-effective technology for direct acquisition of highly dense 3D positional data from physical surfaces. Typically, LIDAR data is delivered in the form of X, Y, and Z ground coordinates of the captured surface(s), along with expected accuracies in the horizontal and vertical directions. The LIDAR system consists of three components: a laser scanner, a Global Positioning System (GPS), and a high-end Inertial Navigation System (INS), as illustrated in Figure 3.1.  
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Figure 3.1: LIDAR system components

The laser scanner is used to obtain range measurements between the laser beam firing points and its footprints. Ranges are then integrated with the GPS/INS measurements leading to the derivation of the ground coordinates of the laser footprints through a vector summation procedure. Figure 3.2 shows some examples of the LIDAR systems that are used by the mapping industry.
In addition to range data, modern LIDAR systems can capture intensity images over an area. As a result of advances such as this together with the increasing accuracy of direct geo-referencing systems, LIDAR is being used more extensively in mapping and GIS applications. Figure 3.3 shows a range image (in the form of shaded relief) and an intensity image taken over the same area, illustrating the complementary information in the two types of data.
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Figure 3.2: Examples of LIDAR systems: a) ALS 40 (Leica Geosystems), b) OPTECH ALTM 3100, and c) RIEGL LMS Q140, which is used in the LIDAR system shown in d)
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Figure 3.3: Sample LIDAR imagery: a) range (shaded relief) image and b) intensity image

Current LIDAR systems can measure several thousand points per second (usually more than hundred thousand points per second) and are capable of providing high spatial density of observed coordinates far in excess of that derived from traditional surveying and photogrammetric techniques. Such a large sample size can provide a wealth of information for many applications such as surface reconstruction, structural monitoring, orthophoto generation, and city modeling. In summary, LIDAR systems are becoming an attractive data acquisition tool for the following reasons:
· LIDAR systems are fast and accurate data collection devices. Tens up to hundreds of kilometers can be surveyed within few hours. The accuracy of the collected data can reach ±5 cm RMSEz on hard surfaces.
· LIDAR systems are flexible data collection devices. They can map through canopy (i.e., Ground measurement is possible). Moreover the data collection scheme is independent of the sun angle (day or night data collection is feasible and light rain is tolerated).
· LIDAR systems can be used for mapping surfaces with very little texture (e.g., ice/snow surfaces, sand, wetlands, etc.)

· LIDAR output can yield diverse data products (e.g., full-feature, bare Earth, contours, building footprints, land usage, transportation/utility corridors).
4.0  SCOPE AND PURPOSE OF SPECIFICATIONS 

In contrast to photogrammetric systems, LIDAR-derived data is not based on an adjustment procedure that involves redundant observations. Moreover, the irregular nature of the LIDAR point cloud makes it difficult to relate the LIDAR footprint to a physical object that can be identified in reality. The combined effect of these characteristics leads to the fact that traditional quality assurance and quality control procedures, which have been established for photogrammetric systems (refer to the BMGS specifications for Medium Format Digital Cameras), cannot be utilized to evaluate the quality and the performance of LIDAR systems and derived products. Therefore, this document is introduced to outline transparent specifications for the quality control of LIDAR systems. More specifically, the purpose of this document is to: 
· Focus on results not on how a system should be calibrated,
· Deal with LIDAR data (accuracy, deliverables, external and internal quality control - not business area rules),
· Ensure proper and consistent deliverables of corporate data, and
· Ensure consistent quality of data.
5.0 APPLICATIONS FOR LIDAR

· What can LiDAR be used for, 

· How can it be used, operational procedures
6.0 ERROR BUDGET FOR LIDAR 

6.1 Random Errors

The error in the LIDAR-derived coordinates is affected by errors in the components of the LIDAR equation. These components, or input parameters, can either be measured values or estimated values from a system calibration procedure. For any point measured by the LIDAR system, error propagation can be used to determine the error in the LIDAR-derived coordinates, given the errors in the LIDAR input parameters. The objective of this section is to introduce a tool for predicting the final product, point cloud, accuracy given the accuracy of the various system components, which include GPS, INS, Laser, and the boresighting parameters relating these systems. It should be noted that the error budget does not discuss the effect of LIDAR interaction with different terrain and ground cover types. In other words, the error budget assumes a relatively flat solid surface.
To facilitate the estimation of the contribution of the error sources in the various LIDAR components to the final accuracy of the derived point cloud, an error propagation calculator has been devised. The calculator allows one to enter specific values for each of the system input parameters for a certain LIDAR point and to enter the noise level for each of the parameters. The calculator then determines the accuracy of the ground coordinates of the point. Conversely, if the user requires a specific accuracy for the final ground coordinates, the program can be used to determine the accuracies that would be required for the input components, through a trial and error process. Figure 6.1 shows the calculator’s user interface. To use the calculator, simply enter the values for the system input parameters along with their standard deviations (i.e. sigma values) in the boxes provided, and then click the “Calculate” button. The results are generated in the box near the bottom of the calculator. In Figure 6.1, typical values for the LIDAR input parameters have been entered along with the sigma values. The output box gives the variance-covariance matrix of the final ground coordinates of the point in question, followed by the standard deviations of the computed coordinates. Using such a calculator, one can evaluate:
· What is the error budget for each source component in the LIDAR equation?
· What is the best possible achievable accuracy for a given LIDAR component configuration based on the manufacturer’s standard deviation?
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Figure 6.1: User interface for the LIDAR error propagation calculator.
Another related issue to the LIDAR error budget is the nature of the resulting errors from random errors in the input system measurements. Usually, it is expected that random noise will lead to random errors in the derived point cloud. Moreover, it is commonly believed that random noise will not affect the relative accuracy. However, this is not the case for LIDAR systems. In other words, some of the random errors might affect the relative accuracy of the derived point cloud. Depending on the considered parameter, the relative effect of the corresponding noise level might not be the same. As an illustration, Figure 6.2 shows that a given attitude error in the INS derived orientation will affect the nadir region of the flight trajectory less significantly than the off nadir regions. Thus, the INS errors will affect the relative accuracy of LIDAR derived point cloud. 

The following list gives some diagnostic hints about the impact of noise in the system measurements on the derived point cloud.
· GPS noise: It will lead to similar noise level in the derived point cloud. Moreover, the effect is independent of the system parameters (flying height, look angle, and flying direction).
· Angular noise (IMU or mirror angles): For this type of noise, the horizontal coordinates are affected more than vertical coordinates. In addition, the effect is dependent on the system parameters (flying height& look angle).
· Range noise: It mainly affects the vertical component. The effect is independent of the system flying height. However the impact is dependent on the system look angle and flying direction.

[image: image8]
Figure 6.2: Impact of random noise in the INS derived attitude will affect the off-nadir regions more than the nadir region of the flight trajectory.

6.2 Systematic Errors

Systematic biases in the system measurements (e.g., GPS/INS measurements, mirror angle measurements, measured ranges) and calibration parameters (e.g., boresighting parameters relating the system components) will lead to systematic errors in the derived point cloud. The following list gives some diagnostic hints about the impact of systematic biases in the system measurements and calibration parameters on the derived point cloud (refer to Table I for a summary of the systematic biases and their impact).
· Bore-sighting offset error (spatial offset between the laser beam firing point and the GPS/INS unit) would lead to a constant shift in the object space assuming constant attitude. The magnitude of the introduced shift is independent of the system parameters (flying height& look angle). However, the components of the impact in the horizontal directions are affected by the flight direction.
· Angular biases (IMU or mirror angles) would affect the horizontal coordinates more than the vertical coordinates. The magnitude and components of the impact depend on the system parameters (flying height& look angle).

· Range bias will mainly affect the heights more than the horizontal coordinates. The effect will be independent of the system flying height. However, it will depend on the system look angle (i.e., the magnitudes of the impact in the nadir and off-nadir regions will be different).
Table I: Systematic biases and their impact on the derived surface*.
	 
	Flying Height
	Flying Direction
	Look Angle

	Boresighting Offset Bias
	Effect is independent of the Flying Height
	Effect is dependent on the Flying Direction

(Except ΔZ)
	Effect is independent of the Look Angle

	Boresighting Angular Bias
	Effect Increases with the Flying Height
	Effect Changes with the Flying Direction
	Effect Changes with the Look Angle

(Except ΔX)

	Laser Beam Range Bias
	Effect is independent of the Flying Height
	Effect is independent of the Flying Direction
	Effect Depends on the Look Angle

(Except ΔY)

	Laser Beam Angular Bias
	Effect Increases with the Flying Height
	Effect Changes with the Flying Direction 

(Except ΔY)
	Effect Changes with the Look Angle 

(Except ΔX)


* The above table assumes a linear scanner flying over a flat horizontal terrain along a straight line trajectory with a constant attitude along the y-direction
7.0 Accuracy Reporting and Requirements 

This part of the specifications will address the following questions:
· How can we report the accuracy?
· What are the accuracy requirements for mapping products?
· When should we assess the accuracy?
· Where should we assess the accuracy?
The answers to these questions have been, to a large extent, addressed by the ASPRS guidelines for LIDAR systems. 
7.1 Accuracy Reporting

According to the ASPRS guidelines, the horizontal and vertical accuracy should be reported using the Root Mean Square Errors (RMSE) as follows: 
· RMSEx = Sqrt[Σ(Xdata(i) - Xcheck(i))2 /n]

· RMSEy = Sqrt[Σ(Ydata(i) - Ycheck(i))2 /n]
· RMSEr = Sqrt[RMSEx2 + RMSEy2]
· RMSEz = Sqrt[Σ(Zdata(i) - Zcheck(i))2 /n]

Where the “data” refers to the LIDAR derived coordinates and the “check” refers to the ground truth (i.e., control points that are assumed to be at least three times more accurate than the individual LIDAR points) and “n” is the number of the check points. For this type of reporting, it is assumed that we have access to “n” control points that can be identified in the LIDAR data. In other words, the differences in the X, Y, and Z directions can be fully evaluated. 
Another alternative procedure for reporting the horizontal and vertical accuracy is using the 95th percentile error as suggested by the US National Standard for Spatial Data Accuracy – NSSDA. In this case, given “n” check points, the NSSDA would report the error value where 95% of the check points have error values less than or equal to this value. For normally distributed errors, the relationship between the NSSDA and RMSE values can be expressed as follows:
· NSSDAr = 1.7308 RMSEr
· NSSDAz = 1.96 RMSEz
7.2 Accuracy Requirements for Mapping Products

The ASPRS guidelines for the horizontal accuracy requirements for various map scales are listed in Table II. On the other hand, the vertical accuracy requirements for various Contour Intervals (CI) are listed in Table III.
Table II: Horizontal accuracy requirements for various map scales.
	Map Scale
	RMSEr (cm)
	NSSDAr, Accuracy at the 95% confidence interval (cm) 

	1:1,200
	67
	115.9

	1:2,400
	133.9
	231.8

	1:4,800
	267.8
	463.5

	1:6,000
	334.8
	579.4

	1:12,000
	669.5
	1158.8

	1:24,000
	803.5
	139.06


Table II: Vertical accuracy requirements for various contour intervals.
	Contour Interval (cm)
	RMSEz (cm)
	NSSDAz, Accuracy at the 95% confidence interval (cm)

	15.24
	4.6
	9.1

	30.48
	9.25
	18.2

	60.96
	18.5
	36.3

	121.92
	37.0
	72.6

	152.40
	46.3
	90.8

	304.80
	92.7
	181.6


7.3 When should we report the accuracy?
The accuracy should be reported whenever multiple producers and collection systems are utilized to gather LIDAR data over the same project area. In other words, the data should be tested separately for each producer or collection system. In addition, the accuracy should be reported whenever there is a change in the System components (equipment, procedures, software, etc.). Finally, whenever there is reason to suspect that such changes may have a significant effect on accuracy, these variations should be tested separately.
7.4 Where should we asses the accuracy?
Varying types of topography (such as mountainous, rolling, or flat terrain) within a project may affect the accuracy at which the elevation surface can be modelled. For many applications, the accuracy requirement in high-relief terrain may be less than that for flat terrain. In such situations, it may be preferable to specify different accuracy requirements for the various terrain types and to design separate tests for each.
Other than terrain topography, LIDAR errors are significantly affected by various ground cover types. For example, vegetation can limit ground detection. Moreover, tall dense forests and even tall grass tend to cause greater elevation errors than unobstructed (short grass or barren) terrain. Therefore, the ASPRS guidelines require the open terrain to be tested separately from other ground cover types. Testing over any other ground cover category is required only if that category constitutes a significant portion of the project area and is deemed critical to the customer.
8.0 QUALITY ASSURANCE AND QUALITY CONTROL OF LIDAR DATA

Before we get into the details of quality assurance and quality control of LIDAR systems, we need to specify what is meant by these terms. Quality Assurance (QA) refers to management activities to ensure that a process, item, or service is of the quality needed by the user. More specifically, QA deals with creating management controls that cover planning, implementation, and review of data collection activities. A key activity in the quality assurance is the calibration procedure. However, it should be noted that QA is not the focus of the BMGS specifications.
Quality Control (QC), on the other hand, provides routines and consistent checks to ensure data integrity, correctness, and completeness. The main objective of QC is to check whether the desired quality has been achieved. QC of LIDAR data is the main focus of the BMGS specifications. The following sections will provide some tools for internal and external QC checks. The internal measures refer to checking the internal/relative consistency of the LIDAR data. This is usually conducted by checking the compatibility of LIDAR footprints in overlapping strips. On the other hand, external QC measures verify the absolute quality of the LIDAR data by checking the compatibility between the LIDAR data and independently collected and more accurate surface model.
8.1 Internal Quality Control of LIDAR Data

There is no redundancy in LIDAR measurements leading the final coordinates of the LIDAR footprint. Therefore, unlike photogrammetric data, one cannot use explicit measures to assess the quality of LIDAR-derived positional information (e.g., a posteriori variance component and the variance-covariance matrix of derived ground coordinates of LIDAR footprints). Hence, alternative quality control methods are necessary for this type of data. The next sub-paragraphs provide some measures for the internal quality control of LIDAR data.

Since LIDAR data is always acquired in overlapping strips from different flight lines, like those shown in Figure 8.1, a common quality control procedure is to assess the coincidence of conjugate features in overlapping strips. Such a procedure ensures the internal quality of available LIDAR data. There are two main approaches to doing so: 1) comparing interpolated range or intensity images from overlapping strips and 2) comparing conjugate features extracted from the strips. The degree of coincidence of the image features can be used as a measure of the quality of the data and to identify the presence of systematic biases. In other words, conjugate features in overlapping strips will coincide if and only if the LIDAR data is quite accurate. Therefore, the separation between conjugate features can be used as a quality control measure.
The first approach can be applied for either range or intensity measurements. When using range measurements, the data for two overlapping areas are interpolated onto a regular grid to create two range images. Image differencing is then performed, and the resulting image shows the deviations between the two range images. These deviations are used as a quality control measure; the smaller the deviations, the higher the quality of the datasets. Figure 8.2 shows two interpolated range images and their difference image. The main problem with this approach is that only elevation differences can be reported. Since it is widely known that the horizontal errors in the LIDAR data exceed the vertical errors, this approach is not recommended as a quality control measure.
Similarly, intensity measurements can also be interpolated onto a grid to obtain two overlapping intensity images of an area. Conjugate features in these images are then identified and their coordinates are compared (note: horizontal coordinates can be derived from the intensity images while elevations are derived from the corresponding range images). Differences in the derived coordinates of conjugate features indicate the presence of biases in the data acquisition system. Figure 8.3 illustrates the identification and comparison of conjugate features in interpolated intensity images. The main advantage of using the intensity images in conjunction with range images is that we can derive discrepancies between overlapping strips in the X, Y, and Z directions. If the estimated discrepancies exceed the expected accuracy of the LIDAR system, a recalibration procedure shall be conducted to ensure the absence of systematic biases in the system parameters.
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Figure 8.1: A pair of overlapping LIDAR strips.
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[image: image13]
Figure 8.2: Image differencing of interpolated range images from overlapping strips: a) interpolated range image from first strip, b) interpolated range image from second strip, c) difference image

The main challenge in this method of quality control, however, is that interpolation of data leads to artefacts in the interpolated range/intensity images, especially at the vicinity of discontinuities in the data. Discontinuities in range and intensity data occur at the edges and corners of buildings. Since the laser beam cannot hit an edge or corner directly, measurements will be to either side of the discontinuity, and not directly on the edge or corner.  Because of these artefacts, incorrect conclusions may be made about the quality of the LIDAR data, especially in urban areas, where discontinuities in the data are quite common (refer to the significant differences in Figure 8.2 at the building boundaries). Therefore, an alternative method of quality control that does not involve the interpolation of measurements is more appropriate.
[image: image14.emf]
Figure 8.3: The comparison of conjugate features in interpolated intensity images

In the second approach, quality control is undertaken by comparing conjugate features that are directly extracted from the raw data without any interpolation. Linear features, for example, can be extracted via planar patch segmentation and intersection. Planar patches can be identified with the aid of imagery and then are extracted via a region-growing segmentation procedure. Adjacent patches are then intersected to extract the linear boundaries between them. This procedure is illustrated in Figure 8.4. The coincidence of the extracted features can then be checked by performing an absolute orientation procedure to estimate the values of the transformation parameters required to co-align conjugate features.  Because data in overlapping strips are given with respect to the same reference frame, defined by the onboard GPS/INS unit, the translations and rotations required to relate the surfaces should be zero and the scale factor should be unity. If the derived parameters from the absolute orientation procedure deviate significantly from these expected values, one can infer the presence of biases in the data acquisition system. In other words, the deviation from the theoretical values is the quality control measure. Figure 8.5 shows the effect of LIDAR system biases on the extracted linear features by plotting conjugate features before and after the absolute orientation procedure. For example, Table III lists the derived parameters from the absolute orientation procedure. These parameters represent the necessary shifts, rotations, and scale factor, which are necessary for the co-alignment of the extracted linear features from overlapping strips. As it can be seen in this table, these parameters deviate from the optimal parameters. Therefore, it can be concluded that there are some systematic errors in the utilized LIDAR system. If the estimated parameters exceed the expected accuracy of the LIDAR system, a recalibration procedure shall be conducted to ensure the absence of systematic biases in the system parameters.
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c)

Figure 8.4: The extraction of linear features via planar patch segmentation and intersection: a) planar patch segmentation, b) intersection of neighbouring patches, and c) the resulting linear features
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Figure 8.5: Comparison of conjugate linear features a) before LIDAR system bias removal and b) after bias removal
Table III: Expected Optimal and Estimated Parameters by Comparing Conjugate Linear Features in Overlapping Strips 
	
	XT (mm)
	YT (mm)
	ZT(mm)
	S
	ω(°)
	φ(°)
	κ(°)

	Optimal Para.*
	0.000
	0.000
	0.000
	1.000
	0.000
	0.000
	0.000

	Estimated
	-0.418
	-0.209
	-0.019
	1.000
	-0.010
	0.017
	0.003


All of the above approaches to LIDAR quality control require post-processing of the raw LIDAR data. Therefore, the validity of the derived measures depends on the amount of error introduced in the processing steps. To mitigate this dependency, current research focuses on developing a quality control approach based on surface matching and registration of the raw LIDAR data in overlapping strips to identify biases in the data acquisition system without the need for interpolation or segmentation. One way of doing this is to perform automated registration of two overlapping LIDAR strips while checking for consistent deviations between them; these deviations can be used as a measure for the internal quality control. The registration is undertaken via a surface matching procedure in which one surface is represented by points and the other surface is represented by triangular patches, as shown in Figure 8.6.  The matching criterion is that the points of the first surface must be coplanar with the corresponding patches of the second surface (Habib & Cheng, 2006).
          [image: image20.emf]
          [image: image21.emf]
a) 
b)

Figure 8.6: The representation of two surfaces to be co-registered: a) using points (surface 1) and b) using triangular patches (surface 2)
The matching procedure establishes the correspondences between conjugate surface elements in overlapping strips while estimating the necessary transformation parameters (shifts, rotations, and scale) for the co-alignment of these surfaces. Since the LIDAR data in overlapping strips are given with respect to the same reference frame as defined by the onboard GPS/INS unit, the translations and rotations required to relate the surfaces should be zero and the scale factor should be unity. If the derived parameters from the registration procedure deviate significantly from these expected values, one can infer the presence of biases in the data acquisition system. An example of the optimum and estimated parameters from the surface matching procedure is listed in Table IV.  As it can be seen in this table, these parameters deviate from the optimal parameters. Therefore, it can be concluded that there are some systematic errors in the utilized LIDAR system. If the estimated parameters exceed the expected accuracy of the LIDAR system, a recalibration procedure shall be conducted to ensure the absence of systematic biases in the system parameters.

Table IV: Expected Optimal and Estimated Parameters for the co-alignment of Overlapping Surfaces. 
	
	XT (mm)
	YT (mm)
	ZT (mm)
	S
	ω(°)
	φ(°)
	κ(°)

	Optimal Para.*
	0.000
	0.000
	0.000
	1.000
	0.000
	0.000
	0.000

	Estimated
	-0.660
	-0.367
	0.007
	1.001
	-0.017
	0.002
	0.003


8.2 External Quality Control of LIDAR Data 

The above procedure for LIDAR quality control provides an internal measure. However, it does not provide an external and independent measure of the LIDAR data quality. Another approach to quality control involves independently surveyed check point analysis using specially designed LIDAR point targets. The target design depends on the LIDAR system involved; an example is a target of the form shown in Figure 8.7-a (a white circle inside a black ring). The targets are laid out so that they protrude from troughs in the ground, as shown in Figure 7.7-b, and their coordinates are independently surveyed.
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Figure 8.7: LIDAR control point targets: a) target design and b) target layout in captured LIDAR data (Csanyi & Toth, 2004, Csanyi et al., 2005a, Csanyi et al., 2005b)

The targets are then extracted from either range or intensity LIDAR imagery; a segmentation procedure must be employed to extract the targets. Figure 8.8 shows how a target of the form shown in Figure 8.7-a would look in each type of image; in the range image, it is a light (protruded) circle on a dark (sunken) background, and in the intensity image, one can see the target’s black and white pattern. The coordinates of the extracted targets are then compared with the surveyed coordinates using a Root Mean Square Error (RMSE) analysis. The resulting RMSE value is a measure of the quality of the LIDAR-derived surface.
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a) 
b)
Figure 8.8: A control target in LIDAR imagery: a) range image, and b) intensity image (Csanyi & Toth, 2004)

Establishing and surveying LIDAR targets is, however, an expensive and time consuming procedure, and its implementation depends on the accessibility of the site to be mapped; these are disadvantages of the use of check point analysis for LIDAR quality control. On the positive side, however, this methodology would allow the estimation of an absolute measure of the quality of the LIDAR data. It should be noted that the internal quality control measures can be used as external quality control. In such a case, instead of comparing overlapping strips, one could compare the LIDAR surface to an independently collected surface over the same area (the control surface should be at least three times more accurate than the LIDAR surface). The results of the external quality control measures shall be compared to the provided criteria in section 7 for the final acceptance of LIDAR data.
9.0 META DATA CONTENT and FORMAT

The Meta Data shall be delivered in a form and format conforming to the following standard.
We need to develop a Meta Data content standard
10.0 FLIGHT PLANNING and AREA COVERAGE

LiDAR coverage shall extend far enough beyond the borders of the specified area to ensure full coverage of the entire area included within the borders.

Are there other requirements for flight planning?
11.0 LiDAR DATA PROCESSING:

How should the LiDAR data be processed for extraction of vertical values (filtering, operator intervention, ????)
12.0 LiDAR DATA DELIVERY FORMAT

· Use the LAS Version 1.1 Specifications ??

· User defined formats

We need to specify the exact format for the data delivery. Users may also specify an additional format that conforms to their system requirements
13.0 DATA HANDLING and DELIVERY:

13.1 Handling:

Digital imagery will be delivered on USB 2 compliant hard drives or on fire wire or as specifically defined in the contract.

13.2 Shipping:

Shipments of data will be via courier and to the address specified in the contract.

14.0 Summary of Returns:

14.1 Deliverables:

Deliverables will be consistent with the specific Sections within these specifications, or as indicated here in. 

· Pre-Project Deliverables

· Flight Plans

· Calibration reports

· Proposed ground control layout

· Quality control procedures

· Post Project Deliverables

· LIDAR systems report

· Flight report

· Daily or other calibration verification reports

· Ground control report

· Data processing procedures

· Systems calibration report

· Area map showing data voids

NOTE: The LiDAR Systems Report should contain

· Data Processing methods used, including the treatment of artifacts

· Final LiDAR pulse and scan rates

· Scan angle

· Capability for multiple returns from single pulses

· Accuracy and precision of the LiDAR data acquired

· Accuracy of the topographic surface products

· Any other data deemed appropriate

· Companion imagery if acquired during the mission

· Data Delivery

· All raw data sets

· All breaklines

· Data set of survey points filling voids

· Accuracy assessment showing patch surface comparisons

· Set of DEM data

· Contours

· GPS Field Data Return File.

· Must satisfy criteria as described in the current edition of the Specifications for Aerial Photography Database Files.

· Prints

· One set of black and white/colour prints, as required, for each image on the hard drive, or compressed imagery for library as specified in the contract.

· Indices

· Digital Aerial Photography Indices for each operation submitted. 
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16.0 APPENDIX A  LiDAR Pre-Acquisition Information

LiDAR Pre-Acquisition Information

[image: image35.wmf]
Operation Name:

  Gazetted Geographic Location
LiDAR Unit: 


________________________


Name:

________________________


Model Number:
_________________________

IMU:



_________________________


Name:

_________________________


Model Number:
_________________________

GPS:



_________________________


Name:

_________________________


Model Number:
_________________________

Photo Scale:
1: ________________
Lens Focal Length:  ______________mm

Camera make:
_____________________

Camera Model:
______________________
Line Kilometres:
___________________
Number of Photos:   __________________



Number of Lines:
___________________

Special Requirements:  _________________________________________________

_____________________________________________________________________
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Requesting Agency:   
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Outline of Area:
 APPENDIX B -  LiDAR CALIBRATION REPORT FORM AND FORMAT
















Digital File Attached / Digital File E-mailed / Graphic File E-mailed / Map Outline Mailed / Other _______________________








Phone: _______________________    Fax: ________________________ 





E-Mail:  _______________________________________








Contact Name:   





Company Name:    
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