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The calibration of an ocean-color sensor or validation of water products is generally based on ground-based extinction measurements from which the aerosol products (optical thickness \( \tau \) and aerosol type) are deduced. Sky-radiance measurements complement the extinction measurements mainly in the aerosol-model characterization. Our basic goal is to promote calibration-validation activities based on the radiative properties of the aerosols rather than their chemical or physical properties. A simple method is proposed (and evaluated) to convert sky radiances measured in the principal plane into atmospheric phase functions \( P \). Indeed \( \tau \) and \( P \) are required inputs to a radiative-transfer code for predicting the top-of-the-atmosphere radiances. The overall error prediction in this precision is a few percent.

This method can operate on a worldwide network on ground-based sun radiometers and then be used to achieve a statistical analysis for validating satellite products. © 2003 Optical Society of America

1. Introduction

A. Radiometric Calibration

An accuracy of a few percent is required for the radiometric calibration of ocean-color missions. The calibration protocol usually includes prelaunch radiometric activity as well as onboard checking.\(^1\) For that purpose some ocean-color sensors are equipped with diffuser panels\(^2\) that are supposed to measure solar irradiance on a daily basis (the medium-resolution imaging spectrometer (MERIS), the sea-viewing wide field-of-view sensor (SeaWiFS)].

Nevertheless it is difficult to separate the degradation of the sensor calibration from a change in panel reflectance. The lunar calibration\(^3\) has been used as well for the SeaWiFS sensor to indicate variations in the panel characteristics. This technique consists of assuming that the Moon is a diffuse reflector whose surface remains unchanged. The sensor points at the Moon each month to evaluate the temporal deg-
rithms is measurement of in situ $L_w$ at the time of the satellite overpass for comparison with ocean-color products, but as a practical point of view this is not easy and the representation of the in situ measurements is questionable. In the open ocean one can believe that a measurement from a boat on a water spot of the magnitude of 1 m in size can represent a pixel as large as 1 km from space but over coastal waters, this assumption is no longer reasonable. Over coastal environments we have to find another relevant way to validate the atmospheric-correction schemes.

C. Simple Formulation of the Signal

The top-of-the-atmosphere radiance $L_{\text{TOA}}$ expressed as

$$L_{\text{TOA}} = L_{\text{atm}} + tL_w,$$  

(1)

requires knowledge of the transmittance $t$. Equation (1) is used directly for vicarious calibration and is easily inverted for obtaining $L_w$. We want a good characterization of the atmospheric functions $L_{\text{atm}}$ and $t$ from atmospheric in situ measurements. If it is possible to measure the diffuse transmittance from the surface through flux measurements, it is not possible to measure $L_{\text{atm}}$ from the ground. We need then to estimate the atmospheric functions from computations by using a radiative-transfer code (RTC). Even if accurate modeling of the signal is supposed to manage a RTC dealing with multiple scattering and polarization, a simplified formulation of the signal will help analyze the key parameters. Following Gordon and Wang,\(^7\) we define the diffuse atmospheric transmittance $t$ as

$$t(\theta, \lambda) = \exp \left\{ - \frac{\tau_\mathrm{a}(\lambda)}{2} \frac{1}{\mu} \right\} t_\mathrm{a}(\theta, \lambda),$$  

(2)

where $\mu$ is the cosine of the zenith angle; $\tau_\mathrm{r}$, $\tau_\mathrm{o}$, and $\tau_\mathrm{d}$ are the Rayleigh, ozone, and aerosol optical thickness, respectively; and $t_\mathrm{a}$ is the diffuse aerosol transmittance expressed as

$$t_\mathrm{a}(\theta, \lambda) = \exp \left\{ - \frac{[1 - F_\mathrm{a}(\mu, \lambda)]}{\mu} \right\},$$  

(3)

with

$$F_\mathrm{a}(\mu, \lambda) = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi P_\mathrm{a}(\Theta, \lambda) \lambda \, d\mu \, d\phi,$$  

(4)

where $P_\mathrm{a}(\Theta)$ is the aerosol phase function times the aerosol single-scattering albedo $\omega_\mathrm{a}^\text{a}$. We also need to computer the atmospheric path radiance $L_{\text{atm}}$. In the primary scattering approximation we have

$$L_{\text{atm}}(\mu, \phi) = \frac{\tau_{\text{tot}} P(\Theta)}{4\mu} \left\{ 1 + \frac{P(\chi)}{P(\Theta)} \left[ r(\theta_\|) + r(\theta_\perp) \right] \right\},$$  

(5)

In Eq. (5) we have first the intrinsic atmospheric path radiance $L_{\text{atm}}(\mu, \phi)$ proportional to $\tau_{\text{tot}}$, the total optical thickness, and to $P(\Theta)$, the total phase function times the total single-scattering albedo $\omega_\mathrm{a}^\text{a}$. Then we add the coupling term between the forward scattering and the Fresnel reflection, which invokes $P(\chi)$ as well as the Fresnel coefficients for the solar and view zenith angles $\lambda(\theta_\|)$ and $\lambda(\theta_\perp)$. According to Eqs. (1)–(5), $\tau_\mathrm{a}$ and $\omega_\mathrm{a}^\text{a} P_\mathrm{a}(\Theta)$ are necessary to describe the aerosol contribution. In what follows we note the $\omega_\mathrm{a}^\text{a} P_\mathrm{a}(\Theta)$ product as $P_\mathrm{a}(\Theta)$ in order to lighten the text. The same parameters are also used to correct for the multiple scattering.

Through Eqs. (2)–(5) different scattering angles $\Theta$ are involved for which knowledge of the phase function is required. First, we need to know $P(\Theta)$ at $\Theta$, which corresponds to the Sun–target–sensor geometry. $P(\chi)$ is a corrective term and $\chi$ corresponds to the forward-scattering angle between the reflected solar beam and the view direction (or between the direct solar beam and the direction reflected toward the sensor). In Eq. (4) $P(\Theta)$ is integrated in the forward scattering.

D. Ground-Based Measurements

The ground-based measurements that we used are performed with a CIMEL E-318 radiometer dedicated specifically to the optical characterization of the aerosols. This instrument is equipped with four filters of at least 1020, 865, 670, and 440 nm. Between the filter wheel and the electronic part of the radiometer, there are two collimators, one for sky-radiance measurements (the SKY collimator) and the other for both sky measurements and aiming directly at the Sun (the SUN collimator). There are several procedures for measurements used by the CIMEL: the SUN procedure for extinction measurements, the almucantar (ALM), and the principal plane (PPL) procedures for diffusion sky measurements. For the SUN procedure [see Fig. 1(a)] the CIMEL uses the SUN collimator and aims at the Sun so as to take
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Fig. 1. Three different measurement protocols for the automatic CIMEL E-318: (a) SUN procedure, (b) ALM, (c) PPL.
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extinction measurements for each filter. For the ALM procedure [see Fig. 1(b)], the CIMEL aims at the Sun and takes measurements at the Sun zenith angle with its SKY collimator with a complete azimuthal rotation (75 view azimuthal angles of the measurements). For the PPL procedure [see Fig. 1(c)] the CIMEL aims at the Sun and takes measurements in the vertical plane that contains the Sun for 40 view zenith angles. The SKY measurements, both ALM and PPL, are taken for the same four filters. All the CIMEL data that we use are from the AERONET network. The data are free and available at http://aeronet.gsfc.nasa.gov. Subsection 1.E is dedicated to a description of the CIMEL data and associated products.

E. Computation of the Aerosol Phase Function from Extinction Measurements

A traditional approach is to define the aerosol model and then use the Mie theory to compute $P_\phi(\Theta)$. Extinction measurements give accurate estimates of the aerosol optical thickness. The dynamic angstrom coefficients are defined as the spectral dependency of the aerosol optical thickness following

$$\alpha(\lambda_1, \lambda_2) = \frac{\ln[\tau_\phi(\lambda_1)/\tau_\phi(\lambda_2)]}{\ln(\lambda_1/\lambda_2)}.$$  

We can also determine the mean coefficient by fitting the curve $\ln[\tau_\phi(\lambda)] = f[\ln(\lambda)]$. In that case the mean value of $\alpha$ is the slope of the regression. If only extinction measurements are available, $\alpha$ can be used to define the simplest approximation for the aerosol distribution $n(r)$ in the atmosphere:

$$n(r) = \frac{dN}{dr} = Cr^\nu,$$

where $\nu$ is the Junge parameter directly related to the angstrom coefficient by

$$\nu = \alpha - 3.$$  

To point out the performance of this aerosol distribution, we use extinction measurements of the CIMEL sunphotometer ($\tau_\phi$, $\alpha$) and the associated Junge size distribution for the aerosol model as the input of the RTC to simulate PPL downward radiances. The code used for the simulations is based on the successive order of scattering.$^9$ The code of the successive order of scattering can take into account the multiple scattering and polarization in the atmosphere as well as the reflection of the rough surface. On 20 July 1999 over the Venice site the atmosphere was stable with a significant quantity of aerosols: $\tau_\phi = 0.4$ at 865 nm with $\alpha = -0.80$. The simulations of the PPL radiances were done at $\theta_0 = 34^\circ$ in the morning and for three aerosol refractive indexes ($n = 1.33, 1.45, 1.55$). Figure 2(a) shows that the forward peak of the measured radiances is not retrieved, whereas in a first approximation the Junge power law is easily used to retrieve the signal for other scattering angles. If we look at more details [see Fig. 2(b)], retrieval of the measured radiances depends a lot on the refractive index: If a bad aerosol refractive index is selected, errors can go as high as 25%. In conclusion, the simple Junge size distribution is too crude for retrieval of the PPL radiances measurements.

F. Computation of the Aerosol Phase Function from Sky-Radiance Measurements

Abundant literature has been devoted to inversion techniques applied to extinction measurements and sky radiances to derive the aerosol model (see, for example, Santer and Herman,$^{10}$ Nakajima et al.,$^{11}$ Wang and Gordon$^{12}$). Dubovik and King$^{13}$ also proposed an algorithm applied routinely to the CIMEL data. For example, we used the aerosol phase function and the aerosol single-scattering albedo derived from the Dubovik and King method to retrieve the CIMEL PPL measurements of 31 August 1999 over the Venice site (45°18’N, 12°30’E). Simulation of the PPL radiances were performed for $\theta_0 = 54^\circ$ in the afternoon with an aerosol optical thickness of 0.028. In Fig. 3 we present the relative differences between the simultaneous observations and the modeled results.
between the PPL measurements and the corresponding simulations. Retrieval of the PPL measurements is always better than 5% in the forward direction. This is coherent with the fact that Dubovik and King derived the phase function from the ALM protocol, specifically dedicated to the study of large particles that scatter mainly in forward directions. In the backward direction the discrepancies still remain higher than 6%, increasing to 11% at 135° of the scattering angle even during this clear day. We did tests on a few other cases, and the results were always the same. Actually the method of Dubovik and King (as well as the other existing methods) was dedicated more to the microphysics of the aerosols than to the derivation of equivalent optical parameters dedicated to the retrieval of $L_{\text{atm}}$ and $t$, which is crucial in the derivation process of $P_a$ [see Eq. (1)]. This is especially true when research is done on the satellite geometry where retrieving the backward-scattering signal is most important.

2. Derivation of the Phase Function from Sky-Radiance Measurements

The originality of our study relies on the estimation of $P_a(\theta)$ by using sky-radiance measurements without any assumptions about the aerosol model. The principle is straightforward: (i) We have to correct for multiple scattering. (ii) The primary scattering we get is simply proportional to $P$. This simple scheme was described by Devaux et al.\textsuperscript{14} to derive the aerosol single-scattering albedo with the angular normalization of the phase function. Gordon and Zhang\textsuperscript{6} first proposed deriving $P$ from sky-radiance measurements in the same context as predicting the TOA satellite radiances. They used an iterative method with the following steps: (i) An aerosol optical thickness, an aerosol phase function $P_a$, and a single-scattering albedo $\omega_a$ were used to compute downward sky radiances. (ii) Discrepancies between simulations and measurements were analyzed in the primary approximation to derive a new $\omega_a P_a$. (iii) The process was iterated to retrieve the measured sky radiances. What we propose here is quite similar to some modifications: (i) We first noticed that use of a Junge size distribution as a first guess for the aerosol model may create simulated radiances quite far from the values that we want to retrieve (see Fig. 2). (ii) According to Devaux et al.,\textsuperscript{14} the corrective factor $f$ defined as

$$f = \frac{\left[ L_{\text{theo}}^{(1)} \right]}{\left[ L_{\text{mes}}^{(1)} \right]},$$

where $L^{(1)}$ is the primary scattering in the atmosphere and $L$ is the total radiance, was not very sensitive to the aerosol model. So our scheme is based on an iterative estimate of $f$ with as a first guess the aerosol parameters given by the CIMEL extinction measurements $(\tau_\alpha, \alpha$ and the associated Junge size distribution. Simulated $L^{(1)}$ and $L$ are obtained with the successive order of scattering RTC. The boundary conditions, for measurements collected at sea, correspond to the Fresnel reflection associated with a wave-slope distribution given by the Cox and Muck model. The wind speed is the input to this surface contribution.

We simulated $f$ at 865 nm at two solar zenith angles ($\theta_s = 30^\circ$ and $60^\circ$) for three Shettle and Fenn\textsuperscript{15} aerosol models, maritime (M90), tropospheric (T90), and urban (U90), for a relative humidity of 90%. An aerosol optical thickness of 0.127 corresponds to 23-km visibility. The wind speed is 7.2 m/s. In parallel we simulated $f$ for a Junge slope $\nu$ of $-3.2$, $-4.5$, and $-4.4$ corresponding, respectively, to the M90, T90, and U90 spectral dependency. The discrepancies (see Fig. 4) are the most important for the maritime model, especially at limb views, where they can reach 0.8% for $\theta_s = 30^\circ$ and 1.3% for $\theta_s = 60^\circ$. In case of tropospheric and urban models the most important discrepancies are observed for $\theta_s = 60^\circ$. They are not significant because they never exceed 0.4% for $\theta_s = 30^\circ$ and 0.8% for $\theta_s = 60^\circ$. Even if the Junge law does not allow retrieval of the CIMEL PPL measurements (see Fig. 2), we can use it for a first estimate of $f$.

Once the measured PPL radiances are corrected for the multiple-scattering effects, we can use the primary scattering formulation for a homogeneous atmosphere to derive $P$:

$$P(\theta) = 4L_{\text{theo}}^{(1)} \exp \left( \frac{\tau_{\text{tot}}}{\mu_v} \right) \left[ 1 - \exp \left( -\tau_{\text{tot}} \left( \frac{1}{\mu_v} - \frac{1}{\mu_s} \right) \right) \right]^{-1} \times \left( \frac{\mu_s}{\mu_v - \mu_s} \right)^{-1},$$

where $\mu_v$ and $\mu_s$ are the cosines of the view and solar zenith angles, respectively. If we have sky-radiance measurements in the same band as SeaWiFS, we
Fig. 4. Simulations of corrective factors $f$ for three Shettle and Fenn aerosol models, M90, T90, and U90, and the three associated Junge slopes $\gamma = -3.2$, -4.5, and -4.4. $\tau_o = 0.127$. $\lambda = 865$ nm. Relative differences are plotted between $f$ for each model: $\bigcirc$, M90; $\blacksquare$, T90; $\triangle$, U90. Two $\theta_v$ are selected: (a) $\theta_v = 30^\circ$, (b) $\theta_v = 60^\circ$.

have suitable input for the RTC. This is the case for SeaWiFS bands 2, 6, and 8. If we work with another SeaWiFS band, we can derive the aerosol phase function times the aerosol single-scattering albedo $P_o$ in the CIMEI band quite directly from

$$P(\theta) = \frac{\tau_o P_o(\theta) + \tau_r P_r(\theta)}{\tau_o + \tau_r},$$

(11)

because $P_o$ can be interpolated between two CIMEI bands at any SeaWiFS band as well as $\tau_o$.

A. Correction for Multiple Scattering: Sensitivity Analysis

The corrective factor $f$ is primarily estimated from the extinction measurements and associated aerosol optical thickness. The behavior of $f$ with the aerosol optical thickness is easily predictable: The $f$ parameter is very sensitive to turbidity, and the angular dependence indicates that the primary scattering dominates in the forward scattering. Because the calibration is at 0.5% of accuracy in irradiances, we do not believe that $f$ is significantly affected by the inaccuracy of $\tau_o$.

At order 0, $f$ is computed with the Junge size distribution. We selected two Junge slopes $(-3.5$ and $-4.0$) at four wavelengths: 443 nm, 566 nm, 670 nm, and 865 nm. Additionally, $\omega_0$ is set at 0.53 cm$^{-2}$ and $k$ is computed with solar zenith angles of 70° and 80°. In the forward peak we are closer to the primary scattering as the particles get larger.

The sensitivity of $f$ to the real part of the aerosol refractive index $m_r$, is given as follows: 1.33 corresponding to maritime particles and 1.45 corresponding to continental ones. There is no absorption and the simulations are done for four wavelengths (see Fig. 6). In the worse case at 443 nm the errors can reach 3%. At 865 nm the errors can go as high as 2%. The same computations with $m_r = 1.45$ and 1.55 give maximum errors of 6% at 443 nm and 3% at 865 nm. In conclusion, $f$ is not very sensitive to the real part of the aerosol refractive index, whatever the wavelength.

The imaginary part of the aerosol refractive index $k$ represents the absorption of the aerosols. It is directly related to the aerosol single-scattering albedo $\omega_0$. We tested the sensitivity of $f$ to $k$, assuming that $m_r = 1.45$. The simulations were done at four wavelengths. Two $k$'s were selected, 0.0 for the case of nonabsorbent aerosols and $-0.020$ for the case of absorbent aerosols, to cover all the possibilities for the values of absorption in a coastal environment. The value $k = -0.020$ corresponds approximately to
a \( \omega_0^a \) of 0.8 according to the 6S code, an update of the 5S code. In Fig. 7 the relative differences between \( f \) derived for \( k = 0.0 \) and \( k = -0.020 \) are plotted for four wavelengths. Aerosol absorption reduces the multiple scattering more effectively in the backscattering. The difference between this and the previous study is that the discrepancies between the nonabsorbent and the absorbent case are much more important. At 443 nm the discrepancies can reach 13%, and at 865 nm they can reach 11%. The choice of \( k \) is then much more crucial than the choice of \( m_r \) in the derivation of \( f \).

However, all the errors above are secondary because the Junge model is used only to start the iterative process. In the definition of the total radiance is computed by using the rough ocean as a boundary condition. Standard values of the water reflectances are assumed to be dark in the computation of the sky radiances. They are negligible in the red and in the IR and residual in the visible, which allows for the use of standard values. Nevertheless we need to include the Fresnel reflection. This term is triggered by the wind speed \( W \) and the model of the associated wave-slope distribution. Computations were conducted at 865 nm for the T90 model, with a visibility of 23 km, and for three solar angles of 30°, 60°, and 75°. Four wind speeds were considered and relative discrepancies from a case without Fresnel reflection are reported in Fig. 8. Simulations were done on the principal plane. As expected the influence of the Fresnel reflection is smaller in the forward peak. Toward the backscattering we definitely must correct for the Fresnel reflection. Doing so, with the meteorological wind-speed value (known within 1 m/s), determination of \( f \) will be achieved with an accuracy of better than 1%.

B. Iteration of \( f \)

To iterate the computation of \( f \), we used the first estimate of \( P_a \). The RTC that we used requires the expansion of \( P_a \) into Legendre polynomials following

\[
P_a(\mu) = \sum_{l=0}^{\infty} \beta_l p_l(\mu),
\]

with

\[
\beta_l = \frac{2l + 1}{2} \int_{-1}^{1} P_a(\mu) p_l(\mu) d\mu.
\]

The integral in Eq. (13) supposes that \( P_a \) is defined between \( \Theta = 0 \) to 180°. In the forward-scattering peak it is reasonable to say that we can measure to as great as 3°. \( P_a \) is extrapolated on a log scale toward \( \Theta = 0° \). In backscattering, measurements on the PPL correspond to \( \Theta = \theta_s + \theta_o \). All the RTC computations were made assuming a plane-parallel atmosphere and the estimate of \( f \) is reasonable to as great as \( \theta_s = \theta_o = 75° \). As the scattering angle covering the PPL measurements goes to as great as 150°, we need to extrapolate \( P_a \) until 180° is reached. We chose, to extrapolate up to 180°, the phase function computed for the Junge Power Law associates to the Ångstrom coefficient measured by CIMELE. In Fig. 9 we illustrate the extrapolation of \( P_a \) for the T90 model. \( P_a \) is quite sensitive to the aerosol refractive index in the backward scattering; here we use \( m = 1.45 \). Nevertheless, as discussed by Devaux et al., the effect of this angular extrapolation on \( P_a \) is quite negligible in determining \( \omega_0^a \). In Fig. 9 we demonstrate the ability to retrieve \( P_a \) with a Legendre polynomial expansion even if we do not know the actual phase function beyond \( \Theta = 150° \). In the following we use \( m = 1.45 \) for the extrapolation of \( P_a \). We will apply a classical truncature to \( P_a \) when the forward scattering is too high in order to limit the length of the Legendre expansion.

At order 0, \( f \) is computed with a Junge power law, \( m = 1.45 \) and \( \omega_0^a = 1.0 \). At order \( n \), \( f \) is computed by using the phase function at order \( n - 1 \). We applied this process for three Suttle and Fenn aerosol models (see Fig. 10). For the M90 model four iterations were required because of the rainbow, but for the T90 and U90 models only two and three iterations, re-
Fig. 9. Extrapolation of the non-normalized aerosol phase function inverted for the T90 Shettle and Fenn model to as great as 180° by using the corresponding Junge-size distribution with three aerosol refractive indexes (solid curve, 1.33; dashed curve, 1.45; microdashed curve, 1.55).

spectively, were needed to achieve the convergence of \( f \). As a practical point of view the geometry of the satellite observation corresponds to a scattering angle \( \Theta \). According to Eq. (5), we mainly need to estimate \( P(\Theta) \) and we stop the iteration process when \( f(\Theta) \) converges within 0.5%. For the complementary scattering angle \( \chi \) needed to take into account the coupling between scattering and the Fresnel reflection, the convergence obtained at \( \Theta \) will also ensure good retrieval of \( P(\chi) \).

3. Computation of Top-of-the-Atmosphere Radiance

A. Phase Function to Top-of-the-Atmosphere Radiance

We now have the necessary inputs to compute the TOA radiances. Some assumptions have been made regarding the RTC inputs. First, we neglected the polarization of the aerosols, and, second, we mixed the aerosols and the particles homogeneously in order to apply Eq. (10). These two assumptions are applied both ways: in a backward mode on the measured downward radiances to derive \( P_a \) and in a forward mode to compute the TOA radiances from \( P_a \). So, we will counterbalance the induced error on \( P_a \) in the backward mode in the forward mode to predict the TOA radiances. The error is maximum in the blue. We computed the exact TOA radiances at 443 nm in a plane perpendicular to the principal plane for two solar zenith angles (30° and 60°). The aerosol models are M90, T90, and U90 for a visibility of 23 km [\( \tau_a(550 \text{ nm}) = 0.24 \)]. The aerosols are distributed vertically with an exponential decrease with the altitude \( z \) for a scale height, \( H_a = 3 \text{ km} \). For the molecules (Rayleigh) \( H_r = 8 \text{ km} \). We also derived the phase functions from simulations, with the same aerosol models, from the downward radiances in the principal plane for a solar zenith angle of 75°. The accuracy of the TOA retrievals depends slightly on the aerosol model and is always better than 1% (see
polarization effect on the radiances for higher scattering orders.

B. Uncertainties due to Radiometric Calibration of the Ground-Based Radiometer

The other input to the RTC is the water-leaving radiance $L_w$, at least at short wavelengths. In a vicarious satellite calibration we suppose that $L_w$ is well known, and for atmospheric corrections our first guess for $L_w$ is through the current ocean-color products. However, $L_w$ has been determined so far with sufficient accuracy for $P_o$ to be determined from the downward radiances. Generally, the aerosol optical thickness is easily determined. The irradiance calibration of a sun radiometer is conducted with the classical Langley–Bouguer plots. With an autotracking system there are enough clear and stable days to achieve accurate calibration.

Our experience\textsuperscript{17} indicates that we can achieve a radiometric calibration within 0.5\% which results in the same accuracy on the aerosol optical thickness. Because the aerosol path transmittance is proportional to the aerosol optical thickness, the overall effect on the TOA radiances will be negligible. The main uncertainty will result from uncertainties in the radiance calibration of the ground-based radiometer. In Fig. 12 we point out that errors of 2\% and 4\% on the initial downward PPL radiances implies an error of the magnitude of 2\% and 4\% on the TOA radiances, whatever the wavelength and the solar zenith angle. In the limb views the error is amplified a little, but this does not matter in the SeaWiFS geometry for which solar zenith angles are often not higher than 60\°. The M90 model and a visibility of 23 km have been used for these simulations. The radiance calibration was realized in the laboratory by using integrating spheres. The accuracy was better than 4\% in the IR and of a magnitude of 4\% at 443 nm. In conclusion the most important uncertainty in the proposed method lies in the uncertainty of the calibration of the CIMEL radiances.

C. Phase Function from the Measured Radiance

What are the practical considerations that we must deal with? The ideal case for obtaining simultaneously a space measurement at a scattering angle $\Theta$ and ground-based measurements at the same angle never occurs. A satellite overpass near noon, such as for SeaWiFS, will give small solar zenith angles most of the time. Then it is not possible from the ground to have access to the backscattering region at the time of the overpass to match the satellite geometry. So, we need to collect sky measurements at low solar elevations to cover the largest scattering-angle domain. The phase function that we will derive from these measurements should be stable with time for as long as the time of the satellite overpass. The temporal stability of the aerosols can be checked by the optical thicknesses that should be stable or at least should depict the same angstrom coefficient as an indicator of the stability of the aerosol model. Also during the day it is recommended that $P_o$ be
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Fig. 10. Convergence of the $f_p$ parameter: (a) M90 model, (b) T90 model, (c) U90 model.

Fig. 11. This error becomes negligible in the near IR because the primary scattering is predominant, which cancels the residual effects of the vertical distribution as well as a possible bias due to the aerosol
compared at least on the same scattering-angle domain. For example, we derived the non-normalized phase functions \( \omega_0 P_\alpha \) product, still noted \( P_\alpha \), at 3 h

Fig. 11. Accuracy of the TOA radiance retrieval at 443 nm perpendicular to the principal plane for two solar-zenith angles: \( \theta_s = 30^\circ \), \( \theta_s = 60^\circ \). The aerosol models are three Shettle and Fenn models: (a) M90, (b) T90, (c) U90. Visibility is 23 km \( \tau_\lambda(550) = 0.24 \).

Fig. 12. Influence of the uncertainties on the CIMEL calibration on the TOA radiance retrieval at (a) 865 nm and (b) 443 nm. Relative differences of the TOA radiances when there is an error in the radiance calibration of, open symbols, 2%; and solid symbols, 4%, for two solar-zenith angles: squares, \( \theta_s = 30^\circ \); circles, \( \theta_s = 60^\circ \). Visibility is 23 km in both cases.

For 8 June 2000 over the Venice site from measured PPL radiances at 865 nm. We selected a day with clear and stable atmospheric conditions. As shown [see Fig. 13(a)] the measured radiances create no instability events. The aerosol optical thicknesses were low and steady during the day, as was the spectral dependency of the aerosols (see Table 1), which implies a stability of the inverted phase functions [see Fig. 13(b)]. On the other hand, in Fig. 13(b) we point out that we have to work on really stable days because small instabilities, often not detectable with radiance measurements, can induce artifacts such as those observed for the phase function, as represented by circles \( P_\alpha \) derived for \( \theta_s = 53^\circ \). In that case we will not use \( P_\alpha \) as an input of the RTC. The scattering angles covering the phase function go as high as 140° for the PPL protocol done for \( \theta_s = 72^\circ \), but a bad value at 130° implies a bad restitution in the backscattering due to the Gauss interpolation.
Fig. 13. Typical aerosol phase functions derived from radiance measurements collected in Venice 8 June 2000: (a) Solar-zenith angles of the PPL protocols: ○, 53°; □, 42°; +, 72°. (b) The corresponding inverted aerosol phase functions are not normalized.

Table 1. Aerosol Parameters Used for Inversion of Phase Functions 8 June 2000 over the Venice Site

<table>
<thead>
<tr>
<th>θ (deg)</th>
<th>H (decimal)</th>
<th>τₐ (865)</th>
<th>α (443/865)</th>
</tr>
</thead>
<tbody>
<tr>
<td>53</td>
<td>7.18</td>
<td>0.063</td>
<td>-1.47</td>
</tr>
<tr>
<td>42</td>
<td>8.18</td>
<td>0.092</td>
<td>-1.50</td>
</tr>
<tr>
<td>72</td>
<td>16.95</td>
<td>0.073</td>
<td>-1.53</td>
</tr>
</tbody>
</table>

We investigated the stability of $P_a$ on 20 July 1999 over the Venice site for 2 hours: early in the morning (5:50 a.m.) and late in the afternoon (4:55 p.m.) and two wavelengths (865 and 670 nm). Fig. 14 are the relative differences between the non-normalized phase functions in the morning and the afternoon versus the scattering angle. Except in the forward direction the discrepancies never exceed 1.5%, at 865 or 670 nm. This shows the stability of the day and in that case we can derive $P_a$ in the morning for computation of the TOA radiances around noon.

The geometrical conditions of SeaWiFS offer mostly large scattering angles. To illustrate this, we represented the histogram of the scattering angles of 50 SeaWiFS images for a 2-year period over the Venice site.

Fig. 14. Relative differences between a phase function derived in the morning (5:50 a.m.) and a phase function derived in the afternoon (4:55 p.m.) 20 June 1999 over the Venice site. The derivations are for two wavelengths: ○, 865 nm; □, 670 nm.

Fig. 15. Histogram of the scattering angles observed on 50 SeaWiFS images for a 2-year period over the Venice site.

4. Conclusion

Through use of the spectral dependency of the aerosol optical thickness we have shown that the SeaWiFS TOA reflectance retrieved was not accurate enough. To conduct this work, knowledge of the aerosol model is less relevant than knowledge of the phase function. We illustrated this point on one data set by using the Dubovik and King12 method to get the aerosol model. The inverted aerosol model does not allow the retrieval of the sky radiance in backscattering where we need an accurate estimate to evaluate the satellite signal.
We have presented then a method for inverting the non-normalized phase function $P_{\omega}$ or $P_{\phi}$ by using in situ measurements from the principal plane. Our inversion is based on application of the single-scattering approximation to CIMEL PPL radiances previously decontaminated from the multiple-scattering effects. This correction from multiple scattering was done with the primary to multiple-scattering ratio $f$. Because $f$ does not depend much on the aerosol model, this method is accurate and converges very fast. The accuracy of the phase function retrieval has been estimated to be better than 1% if all the other parameters are known. The precision is slightly degraded below 1% with uncertainty about the wind speed accounting for the Fresnel reflection as boundary conditions. Other parameters, barometric pressure, relative vertical distribution, may also bias the phase-function retrieval, but the effect on the TOA signal estimate remains negligible. From a practical point of view, we have the following limitations:

(i) An error in the calibration of the CIMEL instrument leads to the same relative error in the TOA radiances.

(ii) CIMEL measurements at the same scattering angle as satellite observation never occur at the time of overpass: Phase functions derived in the early morning are used at noon, and, even if we can monitor the stability of the atmosphere, an additional error of the order of 1% is predictable on stable days.

(iii) Because we have no access from the ground to scattering angles greater than $140^\circ$, the number of useful space observations is limited. To counterbalance this, it was useful to develop this technique for a network of radiometers. Our method may be more easily applied to the assessment of TOA reflectances measured by the moderate-resolution imaging spectrometer (MODIS) and MERIS, for which the scattering angles will be lower owing to the hour of overpass (10:30 a.m. instead of noon for SeaWiFS) as well as the viewing conditions (no tilt avoids the glitter contribution contrary to SeaWiFS).

We can also apply the same methodology to the almucantar. The scattering angle range is limited except for the first data set collected at an air mass equal to 5 ($\Theta = 157^\circ$). We can also blame the scanning protocol. The CIMEL instrument aims mainly at the optical characterization of the aerosols based on interpretation of the forward scattering. As a consequence the view angular step scan for the PPL protocol measurements is only $10^\circ$ when the scattering angles are greater than $70^\circ$. Adapting the step scan to the CIMEL PPL protocol with a narrow angular step should be useful.

The proposed method can be used to lead a vicarious calibration of ocean-color sensors in the near IR, which is interesting when one considers the problems of the temporal degradation of bands 7 and 8 of SeaWiFS. The method can also be employed to make atmospheric corrections in the visible bands, a crucial point for the satellite sensors over coastal waters, where negative water-leaving radiances are usually observed. We need to completely validate the method at 443 nm through the use of an important set of ground-based data. Indeed the CIMEL data are used throughout the AERONET network.

Finally, even if assessment of the TOA reflectances needs only the atmospheric phase function, $P_{\phi}$ can also be derived and interpreted. Indeed aerosols encountered over coastal waters are complex, and the standard climatology defined by Shettle and Fenn in the SeaWiFS algorithm is no longer adaptable. The aerosol phase function as well as other in situ aerosol products could allow the optical characterization of the aerosols in the frame of local aerosol climatology, in order to improve SeaWiFS atmospheric corrections in coastal areas.
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